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Abstract—The goal of referring camouflaged object detection
is to identify and segment the specified object hidden in the
surroundings given text or images as references. The previous
method still faces limitations in learning discriminative object
features and comprehensively exploiting reference information
due to coarse reference-image fusion upon disunified network
components. In this paper, we propose a novel Reference
Prompted Model Adaptation (RPMA) pipeline that employs rich
and fine-grained semantic knowledge in a generic segmentation
network to enhance the Ref-COD model’s capability. Within
RPMA, we design a Cross Reference Adapter (CRA) to integrate
reference information into the generic segmentation network
to prompt reference-relevant camouflaged image features, and
also devise a Reference-guided Dynamic Convolution (RDC)
for foreground-background segmentation via reference-generated
kernels. Extensive experiments on the Ref-COD benchmark show
that our method achieves new state-of-the-art performance.

Index Terms—Referring Camouflaged Object Detection, Ref-
erence Prompting, Model Adaptation

I. INTRODUCTION

Camouflaged Object Detection [1] (COD) aims to identify
and segment objects that are naturally hidden in their sur-
rounding environment, which is difficult even for humans to
distinguish the camouflaged objects without explicit targets.
Therefore, the task of Ref-COD [2] is recently proposed to
guide the detection process with additional text or images as
references (e.g., class name or salient images belonging to
the target class of camouflaged object), accomplishing more
specified and applicable COD.

However, Ref-COD still presents substantial challenges.
First, a significant representation gap exists between the ref-
erences and camouflaged images. For instance, a reference
image often depicts the salient appearances of the target object,
differing remarkably from their camouflaged state. The modal-
ity discrepancy between reference text and camouflaged image
also hinders the model’s ability to comprehend textual cues for
assisting object identification and segmentation. Additionally,
it is also hard to learn discriminative features like structures
and textures of camouflaged objects from limited training sam-
ples, which hampers the segmentation performance. As shown
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Fig. 1: Methodology comparison. (a) The previous method
conducts coarse reference-image fusion upon disunified net-
work components with limited reference exploitation and fea-
ture learning ability. (b) Our method prompts image features
relevant to the reference information using reference-integrated
adapters to leverage the knowledge of a generic segmentation
network for building a better Ref-COD model.

in Fig. 1, the previous method [2] conducts coarse fusion
of references and image features upon disunified segmenta-
tion network components and only leverages limited training
data of the Ref-COD dataset, which still faces limitations in
comprehensively exploiting reference information and learning
discriminative object features.

Despite not having encountered extensive data of certain
objects in camouflaged scenarios, humans can still make
judgments using their rich prior knowledge and familiarity
with the common appearances of these objects. In light of this
insight, we propose to utilize a generic segmentation network
trained on large-scale data as the foundation model, whose



rich and fine-grained semantic knowledge can be leveraged to
enhance the Ref-COD model’s capability in identifying and
segmenting camouflaged objects. Concretely, we propose a
Reference Prompted Model Adaptation pipeline, abbreviated
as RPMA, to adapt a generic segmentation network to the Ref-
COD task. Within our RPMA pipeline, to fully understand
the reference information and reduce the discrepancy with
the camouflaged image, a Cross Reference Adapter (CRA)
is designed in the segmentation encoder. Utilizing the cross-
attention mechanism, reference information is integrated into
the segmentation network in a residual form by CRA, aiding
in prompting camouflaged image features relevant to the refer-
ence information. In the segmentation decoder, we also devise
a Reference-guided Dynamic Convolution (RDC) to better
capture the contours of the camouflaged object. RDC employs
reference information to generate dynamic convolution kernels
for foreground-background segmentation of the camouflaged
image, effectively distinguishing relevant areas as foreground
and irrelevant ones as background, thereby achieving improved
segmentation results.

The contributions of our paper are summarized as follows:

« We propose a novel Reference Prompted Model Adap-
tation (RPMA) pipeline, leveraging the rich, fine-grained
semantic knowledge in a generic segmentation network
to enhance the Ref-COD model’s capability.

o Within RPMA, we design a Cross Reference Adapter
(CRA) to prompt camouflaged image features relevant to
the reference information, and also develop a Reference-
guided Dynamic Convolution (RDC) for foreground-
background segmentation via reference-generated ker-
nels.

o Extensive experiments show that our method achieves
new state-of-the-art performance on the Ref-COD bench-
mark.

II. RELATED WORK

A. Camouflaged Object Detection

The goal of Camouflaged Object Detection (COD) [1], [3]
is to identify and segment objects that are naturally concealed
in their surrounding environment, which is challenging due
to the inherent property of camouflaged objects to visually
merge with the background. To solve this task, techniques
such as multi-scale feature fusion [4], [5], multi-source aggre-
gation [6], and uncertainty learning [7] have been proposed
to improve segmentation performance. With the great success
of Transformer [8] in vision tasks, its application in COD
tasks has also been widely explored due to its superiority in
capturing long-range dependencies. For example, UGTR [9]
focuses on learning the uncertainty of camouflaged objects
with multi-head self-attention. FSPNet [10] designs a feature
shrinkage pyramid Transformer to hierarchically decode trans-
former features through progressive shrinking for camouflaged
object detection. In this paper, we focus on the problem of Re-
ferring Camouflaged Object Detection (Ref-COD) [2], which
guides the detection process with additional text or images as

references. Ref-COD prevents searching aimlessly for different
regions, thus realizing more specified camouflaged object
detection. A baseline named R2CNet [2] is also proposed to
fuse the reference feature with the camouflaged image feature
to segment reference-relevant camouflaged objects. Compared
with R2CNet, our proposed RPMA pipeline designs reference-
integrated adapters and reference-generated dynamic convo-
lutions to adapt a pre-trained generic segmentation network,
which utilizes its rich and fine-grained knowledge for better
Ref-COD performance.

B. Model Adaptation

The progress of large pre-trained models such as language
models [11], [12] has spurred increased exploration to adapt
these powerful pre-trained models to specific downstream
tasks. Earlier adaptation methods typically adopt a full-model
finetuning strategy, which is time-consuming and requires
numerous high-quality datasets and computational resources.
To overcome this limitation, several effective model adaptation
methods have been proposed for efficient downstream model
adaptation, such as Adapters [13], LoRA [14], and Prompt
Tuning [15]. These methods either introduce a subset of
learnable parameters for funetuning or learn to update attention
weights by training low-rank matrices. For vision tasks, with
the rise of large-scale pre-trained visual models [16], [17],
model adaptation methods have also been explored across
a wild range, such as Visual Prompt Tuning (VPT) [18]
and AdaptFomer [19]. In this paper, we leverage reference
information through adapters to prompt reference-relevant im-
age features from a pre-trained generic segmentation network
for adapting it to the Ref-COD task, thus integrating both
reference information and semantic knowledge effectively.

III. METHOD

In this section, we first introduce the overview of our RPMA
pipeline in Section III-A. Then, we elaborate on the proposed
CRA and RDC in section III-B and section III-C respectively.

A. Reference Prompted Model Adaptation

As shown in Fig. 2, the inputs to our RPMA pipeline include
a camouflaged image I. and references, which could be
reference images I, or reference text T,.. Under the guidance
of these references, the desired output of our pipeline is the
segmentation mask M of the camouflaged objects. We adopt
a pre-trained SegFormer [17] as the generic segmentation
network to process the camouflaged image I., which consists
of a multi-layer Transformer encoder and a lightweight MLP
decoder. Its encoder is composed of four stages with L blocks
per stage. We denote the obtained visual features of I. from
the four stages as {F/}: | € RE>W'*XC""where H' and
W equals the height H and width W of I, downsampled for
211 times, C* is the number of channels. For the references,
we utilize the image encoder and text encoder of a pre-
trained CLIP model [20] to process the reference images I,
and reference text 1., respectively. Since I,. and T are both
tokenized before the encoders, we use F,. € RV*Cr to denote
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Fig. 2: (a) Overall architecture of our proposed Reference Prompted Model Adaptation (RPMA) pipeline. In the encoder, the
Cross Reference Adapter (CRA) is densely integrated into Transformer blocks to prompt image features relevant to the reference
information. In the decoder, a Reference-guided Dynamic Convolution (RDC) is incorporated for foreground-background
segmentation. (b) The detailed structure of our proposed Cross Reference Adapter. (¢) The decoder of the segmentation

network, where RDC is utilized to enhance the prediction head.

the reference features uniformly, where N is the number of
image patch tokens or text tokens.

To adapt SegFormer to the Ref-COD task, enabling it
to segment camouflaged images based on references, we
design a Cross Reference Adapter (CRA) and densely insert
it into every Transformer layer of the SegFormer encoder to
integrate reference information into the pipeline. To enhance
the model’s adaptability to different camouflaged objects, a
Reference-guided Dynamic Convolution (RDC) is incorpo-
rated in the decoder to facilitate more precise foreground-
background segmentation. Apart from the parameters of our
CRA and RDC, all other parameters remain frozen.

B. Cross Reference Adapter

The purpose of our Cross Reference Adapter is to integrate
the multimodal reference information into the generic segmen-
tation network, thereby prompting image features relevant to
the camouflaged object. As illustrated in Fig. 2(b), we achieve
this by inserting a cross-attention layer into the Transformer
blocks of the SegFormer encoder. Taking the I*" Transformer
block in the i*" stage as an example, we denote the input
features of the camouflaged image as F!~!. For presentation
simplicity, the stage index ¢ is omitted in the following
notations as F'~. In the original Transformer block, F'~1
is processed by a self-attention layer followed by an FFN
(Feed-Forward Network) layer. To preserve the original feature
information of SegFormer as much as possible, we insert
the cross-attention layer in a residual form between the self-
attention layer and the FFN layer. The output feature F!~!
from self-attention is adopted as the query embedding of the
cross-attention layer. For the key and value embedding, we first
use an MLP layer to transform the reference feature F, into the
feature space of the camouflaged image as F. € RV*C" and

then apply two linear projections on it to obtain the embed-
dings. Concretely, the cross-attention operation is implemented
in a multi-head manner and we take one head as an example
to illustrate its calculation as follows:

F'W ) (FW)TN | -
Fé”” = Softmax (( £ LEASE ) EW,), (1)
Vi ( )
F! = Concat (Fé’l, . ,Fé’M) , ()

where W,, Wj, W, denote parameters of query, key, and
value projection layers, M denotes the number of attention
heads, and Concat(-) denotes concatenating features along
channel dimensions. F! is added to the output of the self-
attention layer as a residual and then fed into the FFN layer
to obtain the output of the [*" Transformer block Fé which
serves as the input to the subsequent block. It is important
to note that within each block, the parameters of the FFN
and self-attention layers remain unchanged, with only the
parameters of cross-attention layers trainable.

C. Reference-guided Dynamic Convolution

To facilitate the decoder’s ability to accurately capture the
contours of the camouflaged object based on reference infor-
mation, we devise a Reference-guided Dynamic Convolution
(RDC) to enhance the prediction head in the decoder. The
kernel parameter of RDC are generated from the reference
feature F)., so that reference-relevant areas can be identified
as foreground from irrelevant ones, thus realizing improved
segmentation performances. To obtain the kernel parameters,
we first obtain an affinity map from F;.:

A = Softmax(F,.W,), 3)

where W, € R *** denotes the parameter of projection
layer, k£ denotes the size of dynamic convolution kernel which



A Overall Single-obj Multi-obj

S et aFE et w F et MAE]| S et aE et w F. et MAE] S et aFE et w F e MAE]
PreyNet-RefS [21] 0.817 0.900 0.704 0.032 0.822 0.900 0.709 0.032 0.763 0.898 0.645 0.041
PreyNet-RefT [21] 0.816 0.901 0.705 0.033 0.821 0.900 0.710 0.032 0.759 0.902 0.648 0.041
DGNet-RefS [22] 0.821 0.891 0.696 0.032 0.827 0.890 0.703 0.031 0.748 0.879 0.607 0.045
DGNet-RefT [22] 0.824 0.891 0.701 0.032 0.830 0.892 0.709 0.031 0.745 0.873 0.596 0.046
SINetV2-RefS [3] 0.823 0.888 0.700 0.033 0.828 0.889 0.705 0.032 0.771 0.874 0.634 0.043
SINetV2-RefT [3] 0.822 0.887 0.696 0.033 0.827 0.888 0.702 0.032 0.766 0.866 0.629 0.043
ZoomNet-RefS [5] 0.834 0.886 0.720 0.029 0.839 0.887 0.726 0.029 0.781 0.876 0.652 0.038
ZoomNet-RefT [5] 0.835 0.897 0.725 0.029 0.839 0.897 0.731 0.028 0.783 0.889 0.661 0.038
BSANet-RefS [23] 0.830 0.912 0.727 0.030 0.827 0.913 0.733 0.030 0.774 0.895 0.655 0.039
BSANet-RefT [23] 0.830 0.914 0.730 0.030 0.834 0.915 0.734 0.029 0.784 0.898 0.674 0.036
BGNet-RefS [24] 0.840 0.909 0.738 0.029 0.844 0.910 0.742 0.029 0.792 0.887 0.679 0.036
BGNet-RefT [24] 0.840 0.912 0.739 0.029 0.844 0.914 0.745 0.028 0.791 0.888 0.677 0.038
RPMA-RefS(ours) 0.862 0.930 0.784 0.023 0.867 0.934 0.791 0.023 0.806 0.894 0.718 0.033
RPMA-RefT(ours) 0.861 0.928 0.783 0.024 0.867 0.931 0.789 0.023 0.802 0.890 0.717 0.034

TABLE I: Comparison with previous state-of-the-art Ref-COD methods. “-RefS”: Methods with reference images. “-RefT”:
Methods with reference text. “Single-obj”: Scenes of a single camouflaged object. “Multi-obj”: Scenes of multiple camouflaged
objects. “Overall”: All scenes containing camouflaged objects. “1”: The higher the better. “}”: The lower the better.

is empirically set to 3, and the Softmax operation is conducted
along the first dimension to obtain the normalized affinity
map A € RV xk* The kernel parameter is thus generated
by weighted summation of reference feature:

k=AT(F,W)W,, “4)

where W7 and W5 are both parameters of projection layers.
The generated kernel parameter « is then reshaped to k X k x
C' x 1, with the first two dimensions denoting kernel size, and
the last two denoting channel numbers of input and output
respectively. As shown in Fig. 2(c), the dynamic convolution
kernel k is applied to the fused multi-scale image features to
obtain the final segmentation mask.

IV. EXPERIMENTS
A. Experimental Setup

Dataset. We conduct experiments on the R2C7K dataset [2],
which is composed of the Camo and Ref subsets. The Camo
subset consists of images with camouflaged objects, covering
64 animal categories and counting to a total of 5,015 images.
While the Ref subset includes images with salient objects,
which provides 25 salient images for each animal category,
totaling 1,600 masked images.

Metrics. Following R2CNet [2], we report evaluation results
on four metrics, including structural-measure (S,,,), adaptive
E-measure (aE), weighted F-measure (wF), and Mean Abso-
lute Error (MAE).

e Structural measure metric [25] (S,,) evaluates the
structural similarity between corresponding regions and
targets of predicted and true values by leveraging a
region-aware structural similarity measure S, and object-
aware structural similarity measure S, with a weight
ac[0,1]:

S=axS,+ (1 —a)*S,. (5)

+ Adaptive E-measure metric [26] (aE) evaluates the
element-level and image-level similarity by leveraging an

enhanced alignment matrix ¢ which is generated from the
predicted foreground map and the binary ground-truth:

. WA
E:mZZQS(%y)- (6)

r=1y=1
o Weighted F-measure metric [27] (wF) evaluates the
weighted Recall and weighted Precision between pre-
dicted and true values with a non-negative weight 32 as
follows:
(1 + B%)Precision” x Recall” 7
B2Precision” + Recall” )
Implementation Details. We use SegFormer-B4 [17] as the
generic segmentation network of our pipeline. The default
number of reference images is set to 10. During the training
phase, the batch size is set to 4, and the learning rate is set
to 2 x 107%. We use AdamW optimizer for optimization.
The model undergoes 50 epochs of training on a single
NVIDIA TITAN RTX GPU, using a cosine annealing method
to gradually decrease the learning rate. The camouflaged image
is reshaped to 352 x 352. We use BCE loss and IoU loss as
supervision. All experiments are conducted using PyTorch.

Fy =

B. Comparison with State-of-the-art Methods

To validate the effectiveness of our approach, we compare it
with previous state-of-the-art Ref-COD methods following [2].
These compared methods are based on COD models, which
are implemented by combining with R2CNet [2] to enable
the fusion of reference features. The comparison results are
presented in Table I where both image reference and text
reference settings are reported. It can be observed that our
method outperforms previous methods by large margins on
all four metrics for the overall testing set, especially on the
weighted F-measure (4.6% for image reference and 4.4% fofir
text reference), indicating that our RPMA pipeline can ade-
quately leverage the rich and fine-grained semantic knowledge
of the generic segmentation network by effective reference-
based feature prompting and dynamic convolution. Besides,
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Fig. 3: Qualitative comparison of predictions between our text-model, image-model, and standard COD model (Baseline). *-S’:
Results with reference images. *-T’: Results with reference text. The segmentation masks are shown in red.

our method achieves high performances on both single-object
and multi-object testing sets, showing our method can well
tackle complex camouflaged scenes.

TABLE II: Component analysis. * denotes inserting CRA
before self-attention.

Method S,, T oE1T wF1 MAE)]
Baseline 0.843 0911 0.749 0.028
+CRA 0.860 0.926 0.783 0.024
+CRA* 0.859 0923 0.781 0.024
+RDC 0.862 0.930 0.784 0.023

TABLE III: Number of reference images.

Image Number S,, T oE1T wF{1 MAE/|
1 0.859 0926 0.781 0.024
5 0.861 0.929 0.782 0.024
10 0.862 0930 0.784 0.023
15 0.860 0928 0.783 0.024
20 0.859 0926 0.782 0.023

C. Ablation Studies

Component Analysis. We conduct ablation studies to verify
the effectiveness of each component. As shown in the 2nd

TABLE IV: Application stages of CRA.

Stages S T aET wF1T MAE]
{S4} 0.845 0911 0.752 0.027
{S3, S4} 0.857 0926 0.0775 0.024
{S2, S3, S4} 0859 0926  0.777 0.024
{S1, S2, S3, S4} 0.862 0930 0.784 0.023

row of Table II, our CRA brings significant performance
improvement compared with the baseline where the generic
segmentation model is finetuned on the Ref-COD dataset
without well-designed model adaptation modules. The above
results demonstrate the superiority of our CRA when adapting
a generic segmentation network to the Ref-COD task. When
adjusting the insertion position of CRA to before the self-
attention layers, we observe a slight decrease in performance.
By incorporating RDC into the segmentation decoder, further
improvement is achieved, showing the effectiveness of utiliz-
ing reference information as dynamic convolution.

Number of Reference Images. We also evaluate different
numbers of reference images in Table III. We randomly select
n images in each iteration during training to feed to the CLIP
image encoder for feature extraction and the averaged feature
is then utilized in CRA and RDC for model adaptation. We
observe that using more reference images does not necessarily
lead to better results, possibly because a larger number of



images might blur the features of the target object, making it
difficult to extract discriminative image features. The optimal
outcome was achieved with 10 reference images, which is
adopted as the default implementation of our method.
Application Stages of CRA. We conducted ablation exper-
iments on the application stages of CRA. In Table IV, we
present the results of applying the CRA to 1-4 stages of the
Transformer encoder, in the order from the 4th stage to the 1st
stage. We observe that segmentation performance continuously
improved with CRA’s application in more stages, and the
impact is more pronounced when CRA is applied in the deep
stages, indicating that deep model adaptation can adjust the
image features more sufficiently to align with the reference
information for improved segmentation results.

D. Qualitative Results

In Fig. 3, we compare the qualitative results with the
baseline model. Through the effective utilization of reference
information, our method shows significant improvements in
both the identification of camouflaged objects and the segmen-
tation accuracy. For instance, in the last column, our method
successfully identifies a person hidden in the bushes, which
the baseline fails to discern. In the 5th column, while the
baseline segments part of the tree trunk with the leopard as the
foreground region, our method accurately segments the leopard
alone. These results effectively demonstrate the superiority of
our method for the Ref-COD task.

V. CONCLUSION

In this paper, we propose a Reference Prompted Model
Adaptation (RPMA) pipeline to tackle the referring camou-
flaged object detection task. Given that the previous method
suffers from limited feature learning and reference use, our
RPMA leverages the rich and fine-grained semantic knowl-
edge from a generic segmentation network to improve the
Ref-COD model’s capability. A Cross Reference Adapter
(CRA) is designed to prompt reference-relevant camouflaged
image features by densely integrating reference information
into the segmentation network. Additionally, we also devise
a Reference-guided Dynamic Convolution (RDC) for more
accurate foreground-background segmentation with reference-
generated kernels. Extensive experiments on the Ref-COD
benchmark demonstrate that our method achieves new state-
of-the-art performance.
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