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CVPR 2020



Motivation

• Dataset biases
• Lidar beams, orientation
• The physical world being sensed
• …



Contributions

• The core domain difference between self-driving car 
environments: size statistics of cars in different locations

• Simple and effective approach to mitigate this issue by using 
easily obtainable aggregate statistics of car size



Results and Analysis

• The detector tends to predict 
box sizes that are similar to the 
ground-truth sizes in source 
domain



Method

• Few-shot fine-tuning
• Statistical normalization



Experiments



3DV 2020



Motivation

• LiDAR-based detectors are prone to domain shift issues
• The density of the LiDAR point cloud, spatial resolution and 

ranges

• Not access source domain when adapting



Contributions

• New problem: source free UDA
• New method: pseudo-annotations, reversible scale-

transformations and motion coherency
• SOTA



Method
1. Lowest MVV
2. Sample from W*



Scale Scoring with Temporal Consistency

• Utilize a tracker
• Stable volume: good detector



Experiments



CVPR 2021



Motivation

• Domain shifts
• Different types of 3D sensors
• Weather conditions
• Geographical locations

• Costly to collect data

• Few 3D UDA works
• 2D approaches not readily 

applicable

• Self-training
• Pretrain on labeled source
• Iterating between pseudo label 

generation and model training 
on unlabeled target

• Naïve self-training doesn’t work 
well



Contributions

• Pretraining: random object  
scaling

• Pseudo label generation: 
quality-aware triplet memory 
bank

• Training: curriculum data 
augmentation, progressively 
increasing the intensity  of  
augmentation

Compared to fully-supervised



Method
Apply random scaling on bounding boxes



Problems in Pseudo label Generation

• The confidence of object 
category prediction may not 
necessarily reflect the 
precision of location

• The fraction of false labels is 
much increased in confidence 
score intervals with medium 
values

• Model fluctuations induce 
inconsistent pseudo labels



Quality-aware Triplet Memory Bank

• Add a lightweight IoU regression head
• Avoid assigning labels to ambiguous examples

• Match the history boxes with the latest proxy-pseudo labels
• Memory Voting

Ignored in training



Quality-aware Triplet Memory Bank (Cont.)



Model training with CDA

• Most of positive pseudo boxes are easy examples since they are 
generated from previous high-confident object predictions

• Strong augmentation might confuse the learner and hence be 
harmful to model training at the initial stage

• Gradually generate increasingly harder examples to facilitate 
improving the model and ensure effective learning at the early 
stages



Experiments



Ablations



TPAMI 2022



Improvements

• Multiple categories
• More analysis on pseudo label noise
• A hybrid quality-aware criterion to account for both the 

localization quality and the classification accuracy when assessing 
pseudo labels

• Source-assisted self-denoised  (SASD)  training to further 
leverage source examples in the self-training stage

• 5 quantitative indicators on the quality of pseudo labels



Analysis on pseudo label noise



Hybrid quality-aware criterion 

• For object categories that are easily distinguishable from 
backgrounds (e.g. “cars”), the IoU score not only correlates well 
with localization quality, but also generates more true positives 
(TPs) in confident if adopted as a criterion

• The classification score enjoys an obvious superiority in 
categories that are easily confused with backgrounds (e.g. 
pedestrians similar to background “trees” and “  poles”)

• Fuse IoU score and classification score



Source-assisted self-denoised  (SASD)  
training
• Domain-specific BN
• Joint optimization

• Rectify noisy gradients
• Provide challenging cases
• Negative transfer alleviated



Domain gaps across different dataset



Experiments

• Content gap caused by 
different locations and time: 
Waymo→KITTI and 
nuScenes→KITTI

• Object size gap: KITTI and 
others

• Point distribution gap owing to 
different LiDAR types: 
nuScenes→KITTI and 
Waymo→KITTI, sparse to 
dense is better



arXiv 2210



Motivation

• Previous methods: strong 
assumption that all agents are 
equipped with identical 
neural networks, which is 
unrealistic

• Spatial resolution, channel 
number and patterns are 
different



Contributions

• The first work to bridge the domain gap for multi-agent 
perception

• Learnable Resizer to better align spatial and channel features 
from other agents

• Sparse cross-domain transformer that can efficiently unify the 
feature patterns from various agents

• Can be easily combined with other multi-agent fusion algorithms 
and does not require confidential model information from other 
agents



Method
Assumptions: Accurate pose, no delay

1*1, 2Cs to Cs
Ct drop or pad



Experiments
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